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Abstract: This article focuses on the Controller Placement Problem (CPP) within 5G 
Software-Defined Networking (SDN) settings, shedding light on unresolved issues while 
suggesting potential remedies. Centered on the intricacies and obstacles inherent in 5G 
environments, the analysis explores the pivotal role of strategic controller placement in bolstering 
network performance, scalability, and resilience. It scrutinizes various facets of CPP, 
encompassing propagation latency, reliability, and efficient load distribution, all crucial 
considerations within the realm of 5G networks. By surveying existing literature, the study 
exposes deficiencies in current approaches, particularly in adapting to the dynamic nature of 5G 
architectures. It specifically emphasizes the Multi-Controller Placement Problem (MCPP) as a 
feasible solution to accommodate the evolving needs of burgeoning 5G networks. This thorough 
evaluation not only underscores the significance of CPP within 5G SDN but also lays the 
groundwork for future research endeavors aimed at reinforcing network infrastructure in the age 
of 5G and beyond. 
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1. INTRODUCTION 

 
Knowing the characteristic of the controller—which capabilities because the 

community`s brain, controlling each network and devices—is crucial in terms of 5G 
software program-described networking (SDN). With its emphasis on programmatic and 
dynamic manage, SDN gives a sparkling tackle community management this is greater 
consistent with the ideas of cloud computing than conventional networking paradigms. 
This emphasizes the need for innovation in community structure and is pushed with the 
aid of using a choice to move away from traditional community techniques and towards 
greater bendy and agile software program improvement practices. Historically, 
community overall performance has been characterized with the aid of using carefully 
coupled manage and statistics planes inside community elements, ensuing in complex 
hardware-software program interactions. Because of its intricacy, community 
management is regularly laborious, error-prone, and time-consuming. 

Originally, the layout of SDN estimated a single controller able to addressing 
community manage and control for smaller community topologies, like campus networks. 
However, with the growing adoption and growth of SDN, especially withinside the 
context of 5G networks, there arises an undertaking in controller placement. The increase 
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in forwarding gadgets and the escalating necessities of the consumer aircraft name for 
superior processing energy from controllers. The barriers of an unmarried-controller 
gadget end up apparent, because it struggles to fulfill the community`s and applications' 
demands, main to capability bottlenecks and excessive dangers of failure. This state of 
affairs underscores the significance of studying the scalability of the SDN manage 
aircraft, especially in 5G environments, and necessitates an essential evaluation of the 
multi-controller placement problem, exploring each it’s open problems and capability 
solutions. 

The fundamental layout philosophy of SDN is characterized with the aid of using the 
separation of the statistics aircraft from the manage aircraft, permitting programmable 
community management. This separation helps dynamic configuration and manage of 
community activities. Central to this layout is the elevation of the manage layer, which 
simplifies community complexity for software builders and assigns number one manage 
duties to the community operator. The controller`s capabilities consist of placing 
configuration parameters, organizing requirements and formulating visitor’s redirection 
rules. 

Within this framework, the statistics aircraft is chargeable for the real forwarding of 
packets primarily based totally at the policies set through the controller. Network gadgets 
which include switches and routers are ruled through those policies, which manual their 
packet managing roles in the community. Adopting SDN brings considerable blessings to 
community carrier providers, statistics centers, and cloud and side computing 
environments. Its packages span numerous rising community architectures, which include 
optical networks, the Internet of Things (IoT), wi-fi networks, and numerous sorts of ad-
hoc networks which include vehicular ad-hoc networks (VANET), mobile ad-hoc 
networks (MANET), and wi-fi sensor networks (WSN). 

SDN fosters a research-pleasant environment, permitting new thoughts to be 
examined and programs to be carried out inside current networks thru the programmable 
nature of the manage aircraft. The ideas of manage aircraft programmability and 
decoupling manage from statistics transmission, at the same time as vital to SDN, aren't 
new to networking. Before the appearance of SDN, numerous networking answers and 
frameworks had already followed those ideas, laying the foundation for the improvement 
and evolution of SDN. These in advance projects encompass software program routing 
suites, community structure projects, and frameworks advanced with the aid of using 
standards-putting bodies, all of which make contributions to the inspiration on which 
SDN is built[1]. 

This article is exploring and addressing a key venture withinside the deployment and 
optimization of 5G networks the usage of software program-described networking (SDN) 
technology. 

 
2. LITERATURE REVIEW 

 
In the context of SDN, the Controller Placement Problem (CPP) has garnered large 

interest. CPP specializes in optimally finding community controllers and their related 
switches to satisfy unique community objectives. This place has emerged as one of the 
maximum hard factors in SDN, drawing full-size interest from each academia and 
enterprise for its complexity and importance. 

The willpower of the premier wide variety and site of controllers inside an SDN 
community is crucial for accomplishing more suitable community performance. Over the 
years, numerous methodologies addressing CPP had been developed, every imparting 
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awesome procedure and outcome, highlighting the variety and intensity of studies on this 
field. 

Seyedkolaei et al. [2] factor out that on the coronary heart of SDN lies the precept of 
making programmable networks thru the department of the manipulate and facts planes. 
This department isn't only a structural extrade however additionally helps advanced 
community operation and management. 

Further increasing on SDN`s application, we are able to see its developing adoption 
throughout numerous computing fashions and community types, which includes cloud, 
fog, facet computing, and company networks. The shift to SDN represents a huge flow in 
the direction of centralizing community intelligence, with allotted controllers improving 
community reliability and efficiency. 

The advantages of SDN, as recognized withinside the literature, embody higher 
network management, reduced dependency on physical hardware, and the facilitation of 
modern networking approaches. However, the worrying conditions in imposing SDN, 
mainly in large-scale networks, remain a topic of ongoing research and debate. 
    SDN`s versatility is in addition exemplified through its utility in numerous 
architectures like Network Function Virtualization, IoT, and information centers, in 
addition to conventional networking sectors. Its enterprise effect is evidenced through the 
adoption of SDN through main companies, furthering the improvement of open 
requirements in networking.  

In summarizing the modern kingdom of SDN, it's miles obvious that even as the era 
gives widespread advantages and transformative potential, addressing its complexities 
and optimizing its deployment remain regions of lively studies and improvement with 
inside the networking community. 

 
3. CPP IN SDN 

 
CPP in Software-Defined Networking (SDN) is an essential location of studies, 

because the variety and positioning of controllers appreciably affect diverse community 
aspects, which include overall performance metrics, availability, fault tolerance, and 
convergence time. This makes CPP a focus in improving community efficiency. Table 1 
represents an overview of OpenFlow controllers in literature while Fig. 1 shows a 
graphically representation of the CPP optimization techniques in literature. 

 
Table 1. Overview of OpenFlow controllers in literature 

OF controllers Programming 
language 

ONOS, ODL Java 
Hyperflow C++ 
Elasticon — 
POX, Ryu Python 
Maestro, Floodlight Java 
NOX, Runos C++ 
Beacon, Iris Java 
MUL C 
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FIG. 1 Distribution of CPP optimization techniques 
 

A As diagnosed with inside the literature, SDN`s functionality to deal with modern-
day community demanding situations is notable, with CPP being a number one problem 
because of its tremendous effect on community performance. Understanding the surest 
amount and location of controllers is essential for green community operations, as those 
elements substantially have an effect on the communique among controllers and switches. 

Heller et al. [3] in their pioneering studies on CPP, characterized the hassle as a 
facility placement problem and hooked up its NP-tough nature. These foundational 
paintings sparked several tasks to optimize controller placement, aiming to decrease 
propagation put off and decide the minimum important range of controllers. Fig. 2 shows 
a graphically representation of the impact of controller placement on network 
performance metrics. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIG. 2 Impact of controller placement on network performance metrics 
 

Zhang et al. [4] formulated the Multiobjective Optimization Controller Placement 
(MOCP) trouble to beautify community reliability, controller load balance, and latency 
management.  
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They proposed a mathematical version and an Adaptive Bacterial Foraging 
Optimization (ABFO) approach to deal with the computational complexity in locating 
most reliable solutions. 

In CPP, the point of interest is at the load and potential of the controllers. Ignoring 
those factors can result in controller failure because of choppy load distribution. It 
necessitates a balanced approach, in which a few controllers are probably overloaded, at 
the same time as others are underutilized [5]. 

Wang et al. proposed a novel approach to restrict propagation latency amongst 
Switch-Controller (SC) interactions. Their art work provided new methodologies but 
moreover highlighted capacity future research pointers and disturbing conditions in CPP, 
assuming an ideal scenario where each SDN controller possesses unlimited capacity, 
disregarding the load on the controllers. This simplification ignores practical constraints 
but can be useful in theoretical models or under certain conditions [6]. 

A key challenge in CPP is determining the optimal locations for controllers to enhance 
SDN performance. Table 2 presents various objectives and challenges associated with 
CPP while Fig. 3 shows a graphically representation of the metrics focused in controller 
placement strategies 

Table 2.  Factors influencing CPP 
CPP objectives CPP challenges 
Latency, Flow Setup Time, Availability, Reliability, 
Control Load Balancing, Resilience, Capacity, 
Energy, Cost, Multi-objectives 

Scalability, Controller Capacity, Fault 
Tolerance, Interoperability, Packet Flow Rate, 
Flow Set-up Time, Load Balance 

            
 
 

 
 
 
 
 
 
 
             
 
 
 
 

 
FIG. 3 Metrics focused in controller placement strategies 

 
4. PERFORMANCE OF SECURED SDN 

 
Enhanced community protection immediately influences the performance, making 

sure dependable and uninterrupted services. 
 Network protection has developed to deal with diverse threats and vulnerabilities. 

It entails imposing defensive measures and protocols to guard information integrity, 
confidentiality, and availability. Key techniques consist of firewall deployment, intrusion 
detection systems, and normal protection audits. The upward thrust of cyber threats, 
including malware, ransomware, and phishing attacks, necessitates sturdy protection 
protocols to guard community sources and information. 
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Encryption performs a pivotal position in securing information transmission 
throughout networks. Techniques like SSL/TLS make certain that information stays 
encrypted at some stage in transit, stopping unauthorized get admission to an interception. 
With the growth in faraway paintings and disbursed systems, the significance of Virtual 
Private Networks (VPNs) has additionally escalated, presenting steady connections over 
public networks. 

Network overall performance is measured with the aid of using elements like 
bandwidth, latency, throughput, and mistakes rates. High-overall performance networks 
are characterized with the aid of using excessive facts switch speeds, minimum delay, and 
occasional mistakes rates. Optimizing those parameters guarantees green and easy 
operation of community services [7]. 

Software-Defined Networking (SDN) and Network Function Virtualization (NFV) 
have emerged as key technology in improving community overall performance. By 
decoupling the manipulate and facts planes, SDN offers a greater bendy and green 
manner to control community resources. NFV contributes with the aid of using 
virtualizing community functions, decreasing reliance on bodily hardware, and bearing in 
mind greater agile and scalable community services [8]. 

The undertaking lies in balancing security features with overall performance. 
Excessive safety protocols can probably gradual down community speeds and have an 
effect on person experience. Conversely, compromised safety can cause community 
disruptions and statistics breaches. Therefore, it`s vital to put in force security features 
that don't appreciably hinder overall performance. 

Latency [9], a number one overall performance parameter in SDN, is encouraged 
through diverse community factors. It is vital for WANs and SDNs to reduce 
communique latency for top-quality controller placement. Research suggests that 
controller amount and location appreciably effect reliability and latency. Different kinds 
of latency in CPP encompass switch-to-switch, switch-to-controller, and controller-to-
controller latencies. 

Various researchers have proposed fashions and strategies to deal with latency issues. 
For example, Heller et al. emphasized the significance of thinking about propagation 
latency, at the same time as Selvi et al. used throughput and usage as metrics along 
latency. Wang et al. diagnosed the discount of latency among controllers and switches as 
a important challenge. 

 
Table 3. Different algorithms approaches in SDN 

Algorithm/Method Topology Metrics 
K-Centre Internet OS3E 256 topologies SC latency 
Clustering algorithm and greedy 
algorithm 

Internet OS3E, Internet 
Topology Zoo Reliability 

Spectral clustering placement 
algorithm/k-self adaptive OS3E topology Latency, load balancing, 

Reliability 
Density-Based Controller 
Placement (DBCP) OS3E topology Time consumption, propagation 

latency, fault tolerance 
Hierarchical K-means algorithm Internet2 OS3E topology Latency and load balancing 
Survivable Controller 
Placement Internet2, RNP, and GEANT Resilience and overload 

RCP-DCP and RCP-DCR, 
modeled as mixed integer linear 
Programming (MILP) 

Different topologies available 
online in SNDlib database, 
Gurobi solver 

Average control path length, 
expected control path loss, 
average connection availability 
and solving time 

Clustering: PAM-B and 
Genetic: NSGA-II 

Topologies of different sizes, 
from 20 up to 1000 nodes Latency and load balancing 
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Table 3 illustrates various algorithms showcasing the diverse approaches in tackling 
different metrics issues in SDN networks [10][11]. 

Table 4 covers various network partitioning-based MCPP implementation approaches, 
demonstrating the range of solutions and algorithms applied across different topologies to 
enhance SDN performance [12]13]. 

 
Table 4. Network partitioning-based MCPP implementation approaches 

Topology used Metrics Solutions /  
Algorithms 

Experiments setup / 
Tools 

OS3E, US-Net, 
Abilene, and Interoute 

E2E Delay, CC Delay, 
Fairness Index, 
Communication 
Overhead 

ANP-based Clustering 
with K-means, MCDM 
scheme 

Mininet, Matlab 

N/A 

Propagation Latency, 
RTT, Time Session 
Matrix, Delay, 
Reliability, Throughput, 
Cost, Fitness Value 

FFA, Hybrid Harmony 
Search Algorithm and 
PSO 

CloudSimSDN 

Linux Ubuntu 14.04 
Topology 

Load Adjustment 
Mechanism (Collector, 
Balancer, Migrater) 

Classify Algorithm, 
Balancing Algorithm 

CBench, Mininet, 
ONOS 

South African National 
Research Network 
(SANReN) 

Avg. and Worst-Case 
Propagation Latency 

Silhouette Analysis, Gap 
Statistics, Johnson's 
Algorithm, PAM 

Matlab, Mininet, 
Python, ONOS 

Internet Topology Zoo-
114 ISP Topologies SC Delay, CC Delay 

Raft Consensus 
Algorithm, Exa-Place for 
Pareto-optimal 

JOLNet, Telecom 
Italia Mobilitaly-
Mininet, ODL, 
ONOS 

Internet2 OS3E, 
ChinaNet 

E2E Latency, Queuing 
Latency of Controllers 

CNPA, Haversine 
Formula, Dijkstras 
Algorithm 

MATLAB 

Abilene, Cost266 
Avg. and Worst Latency 
in Multi-Controller 
Architecture 

Enhanced Label 
Propagation Algorithm 
(LPA), Grav SDA 

Python, NetworkX 

Random, Abilene, 
Xeex, GEANT2009 Latency 

Optimal Path Routing, 
Breadth-First Router 
Replacement 

Mininet, Ubuntu, 
ONOS 

 
5. CONCLUSIONS 

 
Despite extensive research in data centers, there's a gap in addressing CPP in 

ISP/Telco networks.  
Our main contribution is represented by the analysis of the state of the art in 

Controller Placement Problem. 
Future research must pivot towards developing dynamic load balancing strategies, 

integrating Machine Learning for load prediction, and enhancing security in 5G-
integrated SDN environments. Key areas like IoT, satellite networks, and IoV also require 
novel controller placement techniques. The ultimate goal is to optimize controller 
distribution for improved network performance, scalability, and reliability. 
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